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Abstract. The interrelations of the atomic structures, electronic structures, electron transport,
and magnetic properties for the amorphous VxSi100−x alloy system have been studied over a
wide composition range, 76 x 6 74, with particular attention paid to their changes across the
metal–insulator transition. By analysing the temperature dependence of the conductivity, we
concluded that the metal–insulator transition occurs in the composition range 15< x < 20.
Structural studies revealed that the V atom is substituted for the Si atom in the tetrahedrally
bonded Si network in the range wherex < 10, whereas the local atomic structure resembles
that of the VSi2 intermetallic compound in the range 20< x < 40. These two local structures
are apparently competing with each other in the critical composition range 10< x < 20. Both
XPS valence band spectra and electronic specific heat measurements proved that the density of
states at the Fermi level is definitely finite even in the insulating regime, i.e., forx < 15. Both
V Lα and Si Kβ SXS measurements showed that the V 3d states appear just below the Fermi
level, and hybridize with the Si 3p states. It is also found that the V atom in the insulating
regime possesses a localized magnetic moment, and that the magnetic susceptibility gives rise
to a Curie–Weiss-like temperature dependence at low temperatures. Finally, the uniqueness of
the electron transport properties for the amorphous VxSi100−x alloys is emphasized by theρ–γ
diagram, in which the metal–insulator transition is shown to occur while the density of states at
the Fermi level remains finite.

1. Introduction

Experimental studies concerning the metal–insulator transition have been conducted in the
past on heavily doped crystalline semiconductors [1, 2], amorphous semiconductors doped
with transition metal elements [3–12], and granular metals consisting of small metallic
particles embedded in an insulating matrix [13, 14]. In the first two groups, doped atoms
are assumed to be randomly and homogeneously distributed either in a crystalline or in an
amorphous matrix. On the other hand, metallic atoms in the granular metals are embedded as
a cluster, of diameter of about 30̊A, in a semiconducting matrix. Hence, their distribution
is heterogeneous. The metal–insulator transition has been discussed on more or less the
same footing regardless of whether the distribution of doped atoms is homogeneous or
heterogeneous [15]: the variable-range hopping mechanism on the insulating side, and
weak-localization effects on the metallic side.

Amorphous MxSi100−x or MxGe100−x alloys can be relatively easily formed, either by
vapour deposition or by the sputtering technique, when M is chosen from the transition
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metal elements, e.g. Au–Ge [3], Au–Si [4], Nb–Si [5], Cr–Si [6], Cr–Ge [7], Ni–Si [8, 9],
Pd–Si [10], Ta–Si [11], and V–Si [12]. Amorphous Si or Ge alloys have been claimed to
be advantageous over heavily doped crystalline semiconductors, since an amorphous single
phase can be formed over a wide composition range across a critical composition associated
with the metal–insulator transition. Experimental studies so far reported have largely
concentrated on a change in the electron transport properties occurring upon the transition
from metallic to activated hopping conduction. A change in the scattering mechanism has
been generally discussed, without much attention being called to the distribution of metal
atoms in an amorphous matrix.

Recently, however, Reganet al [16] pointed out the existence of the phase-separated
region in amorphous Mo–Ge and Fe–Si alloys through the observation of small-angle x-ray
scattering spectra. They showed that the size of the metallic clusters extends to the order of
10 Å in the growth plane, and 15–20̊A in the growth direction of the sputtered film samples.
Hence, the system may be similar to that of the granular metals. They suggested that such
nano-scale segregation of metallic clusters would explain the finite electronic specific heat
coefficient observed in the insulating regime(x < 10) of the amorphous MoxGe100−x alloys
[17]. Thus, one cannot draw a conclusion as to whether the observed finite density of
states at the Fermi level simply reflects the metallic character of a cluster or the localized
state inherent to a ‘homogeneous’ amorphous structure. Therefore, the detailed structural
characterization of amorphous alloys employed for studies of the metal–insulator transition
must be important.

Only limited work has been so far reported concerning the composition dependence of
the atomic structure [9] and electronic structure [10] across the metal–insulator transition.
Unfortunately, however, no comparison has been made with the electron transport properties.
We consider it to be crucially important to study the atomic structures, electronic structures,
and electron transport properties together, by using the same samples or samples prepared
under the same preparation conditions.

In the present studies, we employed a series of amorphous VxSi100−x thick films
(7 6 x 6 74) prepared by DC sputtering, and studied the interrelation of the atomic
structures, electronic structures, electron transport, and magnetic properties to gain a
comprehensive understanding of the metal–insulator transition. The local atomic structure
was investigated by means of a combination of the neutron and x-ray diffraction techniques,
and the electronic structure by means of x-ray photoemission spectroscopy (XPS) and soft-
x-ray emission spectroscopy (SXS). Quantitative information about the density of states at
the Fermi level was derived from the electronic specific heat measurements. As regards the
electron transport properties, the temperature dependence of the electrical resistivity was
measured in the range 2–300 K.

2. Experimental procedure

An alloy ingot was prepared in button form, 30 mm in diameter and 7 mm in thickness, by
arc melting appropriate amounts of pure Si shot (99.9999%) and pure V flakes (99.95%).
The button-shaped ingot was directly used as a target for the triode DC sputtering. The
chamber was baked at 120◦C for about 20 h in vacuum, and then the background pressure
was reduced to 6× 10−8 Torr before the introduction of pure Ar gas was carried out. A
Cu plate was used as a substrate. During deposition, the Ar gas pressure was maintained at
8× 10−3 Torr. The distance between the target and substrate was adjusted to 2.5 cm. The
sputtering rate was about 700̊A min−1. The deposition was continued for about 72 h until
the film thickness reached about 300µm. A thick film was mechanically removed from the
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substrate without difficulty.
The x-ray diffraction spectra were taken with Cu Kα radiation. The formation of

an amorphous single phase was confirmed by examining the appearance of just the halo
pattern, without any Bragg peaks. The composition of the amorphous samples was checked
by means of an energy-dispersive x-ray analyser (Seiko Instruments, SII). The deviation
from the nominal composition was found to be within±1%. In addition, no measurable
difference in composition was observed between the top and bottom surfaces of the sample.
We could confirm that an amorphous single phase was obtained in this experiment from
x = 7 up to x = 74 in the VxSi100−x systems. The formation of an amorphous phase
was also checked by using a differential scanning calorimeter (RIGAKU-8131BH). Each
sample, weighing approximately 10–20 mg, was sealed in a Ag pan and heated in an Ar
gas flowing atmosphere with a heating speed of 15 K min−1 in the temperature range
up to 800◦C. The mass density was measured using toluene as the working fluid in the
Archimedes method.

The structure factor and the radial distribution functions (RDF) were determined by
using a combination of x-ray and neutron diffraction techniques. Mo Kα radiation (50 kV
and 30 mA) was employed in the step-scanning mode in the x-ray diffraction experiment.
On the other hand, the neutron diffraction spectra were taken, using the High Intensity
Total (HIT-II) scattering spectrometer, at the National Laboratory for High Energy Physics,
Tsukuba, Japan. The sample was crushed into small pieces, and packed into a cylindrical
container made of vanadium, 40 mm in height, 8 mm in inner diameter, and 25µm in
wall thickness. The data were accumulated for up to about 15–20 h for the sample plus its
container, and the contribution of the container was subsequently subtracted.

The XPS valence band spectra were taken using an Al Kα monochromated x-ray beam
(Surface Science Instrument, X-probe). The Fermi level was calibrated using a pure Au
film as a reference. The Si Kβ and V Lα SXS spectra correspond to the radiation emitted
upon the transition from the Si 3p band to its 1s level and from the V 3d band to its 2p
level, and provide information about Si 3p and V 3d valence band structure, respectively
(Shimazu, EPMA 8705). The Fermi level in the Si Kβ SXS spectra was determined by
measuring both the XPS Si 2p level and Si Kα radiation corresponding to the transition
from Si 2p to 1s states. Similarly, the Fermi level in the V Lα spectra can be determined
by measuring the XPS V 2p level.

Table 1. Electronic properties of amorphous VxSi100−x alloys. γ : the electronic specific heat
coefficient;2D : the Debye temperature;δ: the magnetic specific heat coefficient in equation
(11); ρ300 K: the resistivity at 300 K; andd: the mass density.

γ 2D δ ρ300 K d

x (mJ mol−1 K−2) (K) (mJ K mol−1) (µ� cm) (g cm−3)

7 0.28 332 2.3 2.1× 106 2.243
12 0.37 406 1.5 1.8× 105 2.603
14 0.57 393 — 7.2× 104 2.694
17 2.0× 104 2.807
21 0.98 432 — 5.3× 103 2.991
29 1.42 506 — 1.9× 103 3.338
37 1.87 467 — 830 3.873
43 2.14 506 — 440
53 3.22 417 — 332
74 3.61 427 — 223
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The low-temperature specific heat was measured in the temperature range 1.6–5.5 K,
using a DC adiabatic method. A finely crushed sample, about 0.02–0.04 mol in weight, was
compacted into a Au-plated Cu container. The specific heat of the sample was deduced by
subtracting the contribution of the container. The electrical resistivity was measured in the
DC four-terminal method in the temperature range 2–300 K. However, the measurement
was limited to down to about 50 K for thex = 7 sample, because of an increase in
resistivity beyond several� cm with decreasing temperature. The sample for the resistivity
measurement was prepared using the same method as described above, but a quartz substrate
was used in place of the Cu plate. The film thickness was limited to about 2–4µm, since
further deposition led to crystallization, because of the poor thermal conductivity of the
quartz substrate. To allow a precise determination of the sample geometry to be made, we
used a mask having a rectangular deposition area, 4 mm in width and 6 mm in length,
between two voltage terminals. A Talysurf stylus was used to measure the film thickness
with the accuracy of±5% (Dektak IIA, Sloan Incorporated). The low-temperature specific
heat coefficients, the resistivity at 300 K, and the mass density are listed in table 1.

Table 2. Magnetic data for the amorphous VxSi100−x alloys. C: the Curie constant per mole;
2: the characteristic temperature;CV: the Curie constant per mole of vanadium; andp: the
effective Bohr magneton per V atom.

C 2 CV

x (emu mol−1) (K) (emu/(mol V)) p

7 3.2× 10−4 4.7 4.57× 10−3 0.18
12 2.9× 10−4 −1.7 2.42× 10−3 0.14

The magnetic susceptibility was measured in the temperature range 2–250 K for
representative samples, using a SQUID magnetometer (QUANTUM DESIGN MPMS-7)
under a magnetic field of 2000 Oe. The data, after subtracting a temperature-independent
term, were fitted to the Curie–Weiss law. The relevant numerical values are listed in table 2.

3. Results and discussion

3.1. Electron transport properties

Figure 1 shows the temperature dependence of the conductivity on a logarithmic scale for
representative amorphous VxSi100−x alloys. The change in the conductivity with decreasing
temperature is extremely large for samples withx < 20. The data may be analysed in the
framework of the variable-range hopping model, and are fitted to the following equation:

σ(T ) = σ0 exp[−(T0/T )
n] (1)

whereσ0, T0, andn are fitting parameters. A value ofn = 1/4 would be expected for a
constant density of states near the Fermi level [18], while a value ofn = 1/2 is predicted in
the Coulomb gap model for a three-dimensional system [19]. Experimentally, then = 1/2
fitting was apparently successful for the amorphous Cr–Si [6], Cr–Ge [7], and Ni–Si alloys
[8], while then = 1/4 fitting was employed for the amorphous V–Si alloys [12].

Equation (1) can be rewritten in the form

d lnσ(T )/d lnT = −n [ln σ(T )− ln σ0] . (2)

To test the validity of equation (1), we plotted the data from figure 1 for thex = 7 and
x = 14 samples in the form of d lnσ(T )/d lnT versus lnσ(T ) in figure 2(a). The data
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Figure 1. The temperature dependence of the cond-
uctivity on a log–log scale for a series of amorphous
VxSi100−x alloys.

Figure 2. (a) d lnσ/d lnT against lnσ for the x = 7
and x = 14 samples in the insulating regime. The
data in the low-temperature range are fitted to straight
lines with slopes ofn = 0.35 andn = 0.30 for the
x = 7 and x = 14 samples, respectively. (b) The
T −1/4-dependence of lnσ for a series of amorphous
VxSi100−x alloys.

for low temperatures can be fitted to a straight line with slopes of 0.3–0.35 for the present
samples. Although the experimentally derived exponentn deviates slightly from 1/4, we
plotted the data againstT −1/4 in figure 2(b). Indeed, no significant difference is found
according to whether the data are plotted againstT −1/4 or T −0.33. It can be seen that the
data apparently fall on a straight line below about 50 and 120 K for thex = 14 andx = 7
samples, respectively. We therefore conclude that the amorphous VxSi100−x alloys with
x 6 14 are in the insulating regime, and that their electron transport can be described by
an activated hopping mechanism.

The temperature dependence of the conductivity in the metallic regime has been analysed
in terms of weak-localization effects coupled with an enhanced electron–electron interaction,
and is often expressed as

σ(T ) = σ0+ αT (T > 30 K) (3a)

and

σ(T ) = σ0+ β
√
T (T < 20 K). (3b)

As shown in figure 3, the square-root temperature dependence is indeed observed below
about 25 K for the amorphous VxSi100−x alloys with x > 21. We conclude from figures
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Figure 3. The T 1/2-dependence of the conductivity
relative to that extrapolated to absolute zero for the
samples withx = 21 andx = 53 in the metallic regime.

Figure 4. The conductivity at 10 K as a function of
solute concentration for the Si-based amorphous alloys.
The symbols show the results for the (•) V–Si, (M)
Ta–Si [11], and (�) Ni–Si [8] alloys. The conductivity
is shown on a logarithmic scale.

1–3 that the samples withx > 21 are in the metallic regime, whereas those withx 6 14
are in the insulating regime. This is consistent with the data for amorphous VxSi100−x
(106 x 6 50) alloys reported by Boghosian and Howson [12].

The value of the conductivity at 10 K can be read off from the data shown in figure
1, and is plotted as a function of the V concentration in figure 4. The value for the
x = 7 sample was obtained by extrapolating theT −1/4-behaviour down to 10 K. Also
included are the literature data for the amorphous Ni–Si [8] and Ta–Si [11] alloys. It
can be seen that the value ofσ10 K decreases with decreasing metal content along a
universal curve, regardless of the atomic species of the transition metal involved. The
metal–insulator transition has been suggested to occur when the conductivity crosses the
value of 50�−1 cm−1. One can see from figure 4 that this corresponds to a transition
metal concentration of 15–20 at.%. Therefore, both the temperature dependence of the
conductivity and the composition dependence ofσ10 K are consistent with the conclusion
that the critical concentration, across which the metal–insulator takes place in the amorphous
VxSi100−x alloys, lies in the rangex = 15–20.

3.2. Thermal properties

Figure 5(a) shows the DSC thermograms for a series of the amorphous VxSi100−x alloys.
It is seen that a single exothermic peak was observed for samples withx 6 15, while two
successive peaks were observed for those withx > 19. The x-ray diffraction spectra for
samples heated up above the exothermic peaks allowed us to identify the lower exothermic
peak as indicating the crystallization into the VSi2 compound, and the higher one as
indicating that into Si. The crystallization temperature, which is marked by arrows in
figure 5(a), is plotted in figure 5(b) as a function of V concentration. Data for amorphous
Si prepared by the glow-discharge technique are available from the literature [20], and are
included in figure 5(b) for comparison. It is clear that the VSi2 compound precipitates for
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Figure 5. (a) DSC spectra for a series of the amorphous VxSi100−x alloys. The crystallization
temperatures are determined from the arrows indicated. The amorphous alloys with 196 x 6 29
exhibit two exothermic peaks. The x-ray diffraction studies of the region after the first peak
revealed the growth of a VSi2 compound. The structure after the second peak was clearly
identified as a mixture of Si and VSi2. (b) The crystallization temperature as a function of the
V concentration in the present samples.

samples withx > 19, while the crystallization into Si occurs at a higher temperature and
persists up tox = 29.

3.3. Atomic structures

Figures 6 and 7 show the structure factors derived from neutron and x-ray diffraction
experiments for a series of amorphous VxSi100−x alloys, respectively. It is clear that no
Bragg peaks exist in either set of data, indicating the lack of long-range order characteristic
of an amorphous phase. One can further see in the neutron diffraction spectra that a small
oscillation remains visible to high scattering wavenumbers, suggesting the existence of a
local short-range order in the amorphous structure. Moreover, a substantial difference is
seen between the neutron and x-ray structure factors. This is certainly due to the difference
in the scattering amplitude or scattering factor of the constituent atoms V and Si for neutron
and x-ray radiation.
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Figure 6. The structure factorsSN(Q) derived from
neutron diffraction studies for a series of amorphous
VxSi100−x alloys.

Figure 7. The structure factorsSX(Q) derived from x-
ray diffraction studies with Mo Kα radiation for a series
of amorphous VxSi100−x alloys.

The total structure factor for the binary V–Si alloy is expressed as

S(Q) = 1

〈b〉2
{
c2

Sib
2
SiSSiSi(Q)+ 2cSicVbSibVSSiV(Q)+ c2

Vb
2
VSVV (Q)

}
(4)

in the Faber–Ziman expression, and〈b〉 is given by

〈b〉 = cSibSi+ cVbV (5)

where ci and bi are concentration and scattering amplitude associated withi = Si atom
or V atom, respectively.Sij (Q) represents the partial structure factor for thei–j atomic
pair. The scattering amplitudes of V and Si atoms for a neutron beam are known to be
−0.0382×10−12 cm and 0.4149×10−12 cm, respectively. On the other hand, the scattering
factors of V and Si atoms for an x-ray photon beam are proportional to their atomic numbers,
23 and 14. For example, the neutron and x-ray total structure factors for the amorphous
V12Si88 alloy can be expressed as

SN(Q) = 1.025 62SSiSi(Q)− 0.025 78SSiV(Q)+ 0.000 16SVV (Q) (6)

SX(Q) = 0.521 04SSiSi(Q)+ 0.348 41SSiV(Q)+ 0.050 51SVV (Q). (7)

By eliminatingSSiV(Q) from equations (6) and (7), we obtain

S1(Q) ≡ 0.9362SN(Q)+ 0.069 27SX(Q) = 0.9963SSiSi(Q)+ 0.0036SVV (Q). (8)

Equation (8) indicates that the contribution from the V–V atomic pair amounts to only 0.3%
in S1(Q). This contribution certainly increases with increasing V concentration, but reaches
only 5% even for thex = 37 sample. Thus, we say thatS1(Q) represents well the Si–Si
correlation. Likewise, we obtain

S2(Q) = 0.904 38SSiV(Q)+ 0.095 62SVV (Q) (9)
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if SSiSi(Q) is eliminated from equations (6) and (7). The contribution ofSVV (Q) in equ-
ation (9) is about 10% of the totalS2(Q), but reaches 31% for the V-richest sample, with
x = 37.

Figure 8. The radial distribution function (RDF)
obtained by the Fourier transformation of equation (8)
for a series of amorphous VxSi100−x alloys. The dashed
line with an arrow indicates the peak at 2.9Å.

Figure 9. The radial distribution function (RDF)
obtained by the Fourier transformation of equation (9)
for a series of amorphous VxSi100−x alloys.

The radial distribution function (RDF) spectra can be calculated by Fourier transforming

S1(Q) andS2(Q), both of which were truncated at the wavenumberQmax = 15.5 Å
−1

. Note
that here bothS1(Q) andS2(Q) are derived as linear combinations of the x-ray and neutron
total structure factors, and, hence, theQmax-value is limited by a smaller one;Qmax turned
out to be about 15.5 and 23̊A−1 for the present x-ray and neutron diffraction measurements,
respectively. SinceS1(Q) andS2(Q) mainly represent the Si–Si and Si–V correlations, the
RDF spectra shown in figures 8 and 9 are denoted as RDFSiSi(r) and RDFSiV(r), respectively,
in the following discussion.

First, we discuss the RDFSiSi(r) spectra shown in figure 8, into which the data for
amorphous Si reported by Fortner and Lannin [21] are incorporated. It can be seen that the
first peak at about 2.4̊A remains almost unchanged with increasing V concentration. But a
small peak at about 2.9̊A, marked by a dashed line with an arrow, is found to grow when
V atoms are introduced. Its position agrees with the Si–Si distance in the hexagonal VSi2

compound [22]. This should reflect the distortion of the Si network upon introduction of V
atoms.

The RDFSiV(r) spectra show a unique V concentration dependence, as can be seen from
figure 9. In particular, the spectrum for thex = 7 sample is substantially different from
the remaining ones. But a new local atomic structure is gradually built up, asx exceeds
about 10, and is apparently stabilized abovex = 20. We have already pointed out that the
VSi2 compound precipitates for thex > 20 samples, when heated above the crystallization
temperature. This suggests that the local atomic structure for the amorphous alloys with
x > 20 would be similar to that of the hexagonal VSi2 compound.
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Figure 10. A comparison of RDFSiV(r) for the x = 29 and
x = 37 samples with the local atomic structure of the VSi2

intermetallic compound.

Figure 11. (a) The Si–Si nearest-neighbour atomic
distance and (b) the corresponding coordination number
as functions of the V concentration for the amorphous
VxSi100−x alloys. The line A is drawn for the
tetrahedrally bonded Si network model by connecting
the coordination numbers 4 and 3 at 0 and 25 at.% V,
respectively.

Figure 12. (a) The Si–V nearest-neighbour atomic
distance and (b) the corresponding coordination number
as functions of the V concentration for the amorphous
VxSi100−x alloys. The line A corresponds to the line
A in figure 11. The line B is drawn through the data
points in the range 196 x 6 37.

The VSi2 compound has a layered structure possessing both Si–Si and Si–V pairs at 2.50
and 2.63Å, and V–V pairs at 3.12̊A [22]. The RDF spectra for the samples withx = 29
andx = 37 are compared with the atomic position and coordination number associated with
Si–V and V–V pairs in the VSi2 compound. Remember here that the V–V correlation for
the samples withx = 29 andx = 37 is no longer negligible, but amounts to about 30% in



The metal–insulator transition in VxSi100−x alloys 5343

S2(Q). Indeed, as shown in figure 10, the major peaks observed in the RDF spectra are quite
consistent with the local atomic structure of the VSi2 compound, and the peaks associated
with Si–V and V–V pairs are fortunately well separated. In the VSi2 compound, Si atoms
are always surrounded by five Si atoms and five V atoms, and V atoms are surrounded by
ten Si atoms. Hence, the coordination number around Si and V atoms is always ten, in
sharp contrast to the value of four for amorphous Si. This means that an amorphous alloy
possessing the VSi2-like local atomic structure is typical of a metallic glass, and can be
differentiated from the amorphous Si-like structure.

The first peak in the RDFSiSi(r) and RDFSiV(r) spectra shown in figures 8 and 9 is
fitted to the Gaussian function to deduce quantitatively the nearest-neighbour distance and
its coordination number. The results for Si–Si and Si–V correlations are plotted as functions
of V concentration in figures 11 and 12. Let us first discuss the data for the Si–Si correlation.
Included also are the data for crystalline and amorphous Si from the literature [21]. The Si–
Si atomic distance remains unchanged within the accuracy of the measurement up to about
x = 30, whereas the coordination number decreases more or less linearly up tox = 15.
A line labelled A is drawn through the data points in this composition range. This line
intercepts the coordination number 4 atx = 0, and passes the coordination number 3 at
x = 25. This means that a quarter of the Si atoms in the tetrahedrally bonded network are
substituted for with V atoms atx = 25. Indeed, the data at least up tox = 15 fall on
this line, suggesting that the semiconducting Si network, over which V atoms are randomly
distributed, is a characteristic structural feature in the V-poor amorphous alloys. Here it
must be noted that the Si–Si bonding in the tetrahedral network is certainly disrupted, and
is distorted by the introduction of the V atoms, resulting in the formation of the new Si–Si
correlation at 2.9Å as is evident from the RDFSiSi(r) spectra shown in figure 8.

Figure 13. XPS valence band spectra for a series of amorphous
VxSi100−x alloys.

The Si–V atomic distance shown in figure 12 is found to be about 2.56Å, and to be
almost independent of the V concentration. However, the coordination number shows a
unique behaviour. The VSi2 compound possesses two different Si–V atomic pairs at 2.50
and 2.63Å, and their coordination numbers are 2 and 3, respectively. The observed Si–V
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Figure 14. XPS valence band spectra on an expanded scale for a series of amorphous VxSi100−x
alloys. The inset shows a further expansion near the Fermi level.

atomic distance of 2.56̊A, for the x = 37 sample, whose V concentration is near that
of the VSi2 compound, is close to the average for these two sites in the compound. The
coordination number for thex = 37 sample is 4.2, which is close to 5 in the compound. The
line B can be drawn through the data points for samples withx > 20. This line represents
a change in the coordination number of amorphous VxSi100−x alloys withx > 20, the local
structure of which is characterized by the VSi2 compound.

As discussed above, the Si network model was applied to the V-poor amorphous alloys.
The line corresponding to A in figure 11 should pass through the origin and 1 atx = 25 in
the Si–V correlation shown in figure 12. This is again denoted as A, and is drawn in figure
12. It is seen that only the data points for thex = 7 sample happen to fall on this line, but
those forx = 12, 14, and 15 deviate upwards from this line. The latter deviate not only
from the line A but also from the line B. We believe, therefore, that this is the region where
the Si network and VSi2 metallic glass-like structures are competing with each other, and
where the structural frustration occurs. It is in this transition region that the metal–insulator
transition occurs. Asalet al [9] studied the local atomic structure in amorphous Ni–Si alloys
by the EXAFS technique, and pointed out that the tetrahedral network structure changes to
a higher-coordination metallic structure when the Ni content exceeds 20 at.%.

In summary, the present structural analysis for the amorphous VxSi100−x alloys
demonstrated that the tetrahedrally bonded Si network structure, into which V atoms are
randomly substituted, persists up to about 10 at.% V, and that it changes to a metallic glass
structure, which locally resembles that of the VSi2 intermetallic compound, whenx exceeds
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about 20 at.%. The composition range 10< x < 20 corresponds to a region where these two
local atomic structures are apparently competing with each other, and the metal–insulator
transition takes place.

3.4. Electronic structures

We have studied in the preceding section how the atomic structure changes across the
metal–insulator transition region. A main objective in this section is to examine how the
electronic structure near the Fermi level changes across this critical composition range. For
this particular purpose, we employed a combination of the XPS and SXS techniques, and
also electronic specific heat measurements. Figure 13 shows the XPS valence band spectra
for a series of amorphous VxSi100−x alloys. The Si spectrum was taken by using pure Si
crystal. One can clearly see the existence of the energy gap in pure Si. A peak at about 10
eV can be attributed to Si 3s states. Tanakaet al [10] also interpreted the peak at 9.2 eV
observed in their UPS spectra for the amorphous Pd–Si alloys as arising from the Si 3s
state. As can be seen from figure 13, the density of states immediately below the Fermi
level gradually increases with increasing V concentration, indicating a gradual transition to
a metallic substance. To extract more detailed information near the Fermi level, we show
the XPS spectra just in the energy range from the Fermi level down to 3 eV in figure 14.
The density of states at the Fermi level apparently becomes finite even for the sample with
x = 7, and increases with increasing V concentration. In the case of the amorphous Pd–Si
alloys, the density of states at the Fermi level becomes finite at 13 at.% Pd [10].

Figure 15. V Lα SXS spectra for a series of amorphous VxSi100−x alloys.

It is of great interest to study which electronic states are responsible for filling the gap
at the Fermi level. Figure 15 shows the V Lα SXS spectra for a series of the amorphous
VxSi100−x alloys. As mentioned in section 2, the V Lα spectra reflect mainly the V 3d
states. It is clear from figure 15 that the V 3d states appear immediately below the Fermi
level even for thex = 7 sample, and its position remains almost unchanged with increasing
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V concentration. We conclude from this that the V 3d states fill the energy gap at the
Fermi level. It must be emphasized that a finite density of states is apparently formed even
at x = 7, where the electron transport properties definitely prove this sample to be in the
insulating regime.

Figure 16. Si Kβ SXS spectra (thick lines) for a series of amorphous VxSi100−x alloys.
Superimposed are the data for pure Al (thin lines) and the VSi2 intermetallic compound (dots).
The x = 34 spectrum resembles well that of the VSi2 compound.

The Si Kβ spectra are shown in figure 16 for a series of the amorphous VxSi100−x alloys.
As mentioned in section 2, the Si Kβ spectra represent the Si 3p electron distribution. First
of all, it can be seen that the width of the Si Kβ spectrum for pure Si is much narrower
than that of the free-electron-like Al Kβ spectrum, which is shown as a thinner curve after
adjusting the Fermi level. This is a clear indication that the pure Si 3p band forms a narrow
band, characteristic of the covalent bonding. As is clear from figure 16, the Si 3p band is
gradually widened with increasing V concentration as a result of the hybridization between
V 3d and Si 3p states. It is also interesting to note that the spectrum for thex = 34 sample
resembles well that of the VSi2 compound.

More quantitative information regarding the density of states at the Fermi level can
be drawn from the measurements of the electronic specific heat coefficient. The low-
temperature specific heat data are shown in figure 17 in the form ofC/T versusT 2 for the
present samples. The scatter of the data points is rather large because of the limited number
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Figure 17. Low-temperature specific heat data in the
form of C/T versusT 2 for a series of amorphous
VxSi100−x alloys. A clear upturn is visible for the
x = 7, 12, and 14 samples.

Figure 18. The electronic specific heat coefficientγ
as a function of the V concentration for a series of
amorphous VxSi100−x alloys.

of samples. Except for the samples withx 6 14, the data fall on a straight line, and can be
fitted to the equation

C = γ T + αT 3 (10)

whereγ and α represent the linearly temperature-dependent specific heat coefficient and
lattice specific heat coefficient, respectively. The numerical data are listed in table 1.

It may be recalled that the linearly temperature-dependent specific heat appears even
in an amorphous insulator, because of the two-level configurational effect inherent to a
disordered lattice [23]. But its magnitude is known to be of the order of 10−3 mJ g−1 K−2,
and may well be neglected in the present argument. Hereafter we assume the measured
value ofγ to represent the electronic specific heat coefficient. The electronic specific heat
coefficient γ is plotted in figure 18 as a function of V concentration. First of all, it is
important to compare the present results with the data for the VSi2 compound reported by
Lasjauniaset al [24]. A high value ofγ = 2.02 mJ mol−1 K−2 for the VSi2 compound
indicates that this compound is indeed a metal. A reasonable agreement with the value for
thex = 29 sample, and its subsequent linear decrease with decreasing V concentration down
to x = 20, are consistent with our conclusion that the samples withx > 20 have a VSi2-like
local atomic structure. A linearly temperature-dependent specific heat coefficient was not
detected for amorphous Si [25]. This indicates the absence of the electronic specific heat
coefficient for amorphous Si. In contrast, the value ofγ is definitely finite for thex = 7
sample, despite the fact that this sample is in the insulating regime.

A finite value ofγ has been reported in the composition rangex < 10 for the amorphous
MoxGe100−x alloys [17]. However, Reganet al [16] showed evidence for the presence of
Mo clusters in the amorphous Ge matrix through small-angle scattering experiments. They
suggested that metallic clusters might be responsible for the observed finite value ofγ for
the insulating regime in this system. In contrast, the present atomic structure analysis for
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samples withx < 10 demonstrated the validity of the Si network model with a random
substitution of V atoms for Si atoms. It may also be worth mentioning that, as opposed
to the case for the data reported for the amorphous MoxGe100−x alloys, no measurable
enhancement in the intensities has been observed down toQ-values of 0.5Å−1 in the
present neutron diffraction structure factor. This means that the local atomic structures
in the present amorphous VxSi100−x alloys with x < 10 are entirely different from those
reported for the Mo–Ge and Fe–Si alloys. We conclude, therefore, that precipitation of V
clusters is absent, and that V atoms are distributed randomly and homogeneously in the
tetrahedrally bonded Si network, and also that the finite size of the density of states at the
Fermi level in the insulating regime is caused by the V 3d states in the V atom hybridized
with surrounding Si 3p states. It must also be emphasized that the states formed at the Fermi
level are indeed localized, as is proved by the electron transport data shown in figures 1–3.

3.5. Magnetic properties

The low-temperature specific heat data shown in figure 17 show an upturn deviation from
a straight line for samples withx = 7 andx = 12. The low-temperature specific heat data
having such an upturn may be fitted to

C = γ T + αT 3+ δT −2 (11)

whereδ is the magnetic specific heat coefficient. Though a very weak upturn is also visible
for the x = 14 sample, the least-squares fitting for this sample was made using equation
(10) because of a large scatter of the data points. The numerical data thus obtained are
listed in table 1. This suggests that there is a magnetic contribution in the V-poor alloys in
the insulating regime.

Figure 19 shows the temperature dependence of the magnetic susceptibility for several
amorphous VxSi100−x alloys. The magnetic susceptibility for the VSi2 intermetallic com-
pound has been reported by Gottliebet al [26]. They reported that it is essentially
temperature independent over the range 4–300 K, and about 4.5 and 3.0 (in units of
10−5 emu mol−1) for the directions of the magnetic field parallel and perpendicular to
the c-axis of the hexagonal structure, respectively. The present result for thex = 37
sample is indeed consistent with the data for the VSi2 compound. It is clear from figure 19
that the amorphous alloy withx = 37 is non-magnetic, since temperature dependence of
the magnetic susceptibility is essentially absent. However, a strong temperature dependence
appears at low temperatures, and the temperature-independent contribution decreases sharply
with decreasing V concentration, particularly upon entering the insulating regime.

The magnetic susceptibility data are fitted to the equation

χ = χ0+ C

T −2 (12)

whereC,2, andχ0 are fitting parameters. The data are plotted in figure 20, in the form of
1/(χ − χ0) against temperature, by using the value ofχ0 discussed below. It can be seen
that the data—at least, for thex = 7 andx = 12 samples—obey the Curie–Weiss law. The
effective Bohr magnetonp can be calculated from the Curie constantC by assuming that
each V atom carries a magnetic moment. As listed in table 2, the characteristic temperature
2 is very close to zero, but becomes definitely positive forx = 7. The effective Bohr
magneton is found to be 0.18 per V atom, which is much smaller than the value of 3.85 for
a V2+ ion carrying three 3d electrons. This suggests that the hybridization of V 3d states
with Si 3p states is substantial.
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Figure 19. The magnetic susceptibilityχ as a function
of the temperature for the amorphous VxSi100−x alloys.

Figure 20. 1/(χ − χ0) against the temperature for the
amorphous VxSi100−x alloys. χ0 represents a temp-
erature-independent term.

The temperature-independent termχ0 is expressed in the form

χ0 = χcore+ χel (13)

whereχcore is the diamagnetic susceptibility of the core electrons, andχel represents the
electronic contribution arising from the Pauli paramagnetism, the Landau diamagnetism,
and the electron–electron interaction. The core-electron contributionχcore is calculated by
taking a weighted mean ofχSi = −14×10−6 emu mol−1 andχV = −21×10−6 emu mol−1

in the same manner as was employed by Gottliebet al for the VSi2 compound [26].

Table 3. The density of states at the Fermi level deduced from temperature-independent magnetic
susceptibility and electronic specific heat coefficient for amorphous VxSi100−x alloys.

χ0 χion χel N(EF )χ γexp N(EF )γ
(10−6 emu (10−6 emu (10−6 emu (states (mJ mol−1 (states

x mol−1) mol−1) mol−1) eV−1/atom) K−2) eV−1/atom) N(EF )χ/N(EF )γ

7 −1.5 −14.5 13.0 0.40 0.28 0.12 3.3
12 17.6 −14.8 32.4 1.00 0.37 0.16 6.2
21 30.8 −15.5 46.3 1.43 0.98 0.42 3.4
37 33.5 −16.6 50.1 1.55 1.87 0.79 2.0

As can be seen from figure 19, the temperature dependence of the magnetic susceptibility
is negligibly small above about 200 K for all of the samples studied. Hence, we subtracted
the core-electron contribution from the measured magnetic susceptibility at 250 K, and
attributed the remainder to the electronic contributionχel. By assuming that the magnitude
of the Landau diamagnetism is given by one third of the Pauli paramagnetism, we calculated
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the density of states at the Fermi level through the equation

χel = χ0− χcore= 2

3
µ2
BN(EF ) (14)

whereµB is the Bohr magneton. TheN(EF ) values thus derived are listed in table 3, along
with the values derived from the measured electronic specific heat coefficientγexp through
the equation

γexp=
(
π2k2

B

3

)
N(EF ).

The ratio of theN(EF ) derived from the magnetic susceptibility to that derived from the
electronic specific heat coefficient is known as the Wilson ratio. The electron–electron
interaction leads to a Wilson ratio equal to two in the absence of Stoner enhancement [27].
It is seen from table 3 that the ratio is almost two for thex = 37 sample, indicating the
absence of Stoner enhancement for this non-magnetic alloy. However, the ratio tends to
increase with decreasing V concentration, and exceeds three in the insulating regime. This
may be taken as another indication for an enhancement in the exchange coupling between
the V atoms with decreasing V concentration.

4. The metal–insulator transition in the ρ –γ plot

The electrical conductivityσ0 at absolute zero and the residual resistivityρ0 in the metallic
conduction regime can be written down using the Drude expression:

σ0 = ρ−1
0 =

e2

3
3FvFN(EF ) (15)

whereN(EF ), 3F , and vF are the density of states, the mean free path, and the group
velocity of the electrons at the Fermi levelEF . Mizutani [28] plotted the residual resistivity
ρ0 against the electronic specific heat coefficientγ for the large number of amorphous
alloys studied so far, and pointed out that a high-resistivity limiting curve, above which no
metallic data appear, can be drawn on theρ0–γ diagram. Note here that the value ofγ
representsN(EF ) in equation (15).

When the mean free path3F becomes comparable to an average atomic distance
a, the wave vectork is no longer a good quantum number. Then, the group velocity
v = h̄−1 dE/dk at the Fermi level loses its clear meaning [29]. Electrons in such a
high-resistivity regime may be more properly described in terms of diffusional motion,
without relying on the concepts of the mean free path and the Fermi velocity. The diffusion
coefficientD is defined as the productD = 1

33FvF in equation (15). In other words, the
decomposition into3F andvF becomes meaningless at3F ≈ a. It has been assumed that
the experimentally drawn high-resistivity limiting curve reflects the existence of a minimum
diffusion coefficient for the metallic conduction [28]. The diffusion coefficientD takes a
value of about 0.25 cm2 s−1 for its possible minimum metallic conduction. Indeed, almost all
high-resistivity metallic glasses characterized by weak-localization effects fall immediately
below aρ0 versusγ curve with a constantD-value of 0.25 cm2 s−1 [28].

An insulating regime may be approached by two different routes: in the first case,
N(EF ) is reduced to zero and, in the second case,D is reduced to zero, whileN(EF )
remains finite. The former case can, for instance, be realized when a band having holes in
the Brillouin zone is filled with electrons. There exist systems like amorphous Ag–Cu–Ge
alloys, in whichN(EF ) or theg-factor decreases with increasing Ge concentration, and the
conductivity is well described by a scaling with the square of theg-factor [28]. This means
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that not onlyN(EF ) but alsoD is scaled in terms of theg-factor. Therefore, we say that
amorphous alloy systems which obey theg2-scaling in the approach to an insulating regime
fall into the first-case group. In the second case, the value ofσ0 diminishes whileN(EF ) is
kept finite. This means that only the diffusion coefficientD goes to zero as a result of the
complete localization of the electronic states at the Fermi level. In the preceding sections,
we have stressed that the amorphous VxSi100−x alloys enter an insulating regime, while the
value ofN(EF ) is kept finite. It is our purpose in this section to examine how this situation
is realized in the amorphous VxSi100−x alloy system.

Figure 21. The residual resistivity plotted against the electronic specific heat coefficient for the
amorphous VxSi100−x alloys (•) with x = 21, 29, 37, 43, 53, and 74, in the metallic regime,
together with the data for a number of amorphous alloys (◦) and quasicrystals () [27]. Straight
dotted lines represent constant-diffusion coefficient lines withD = 0.1 and 0.01 cm2 s−1. A
‘high-resistivity limiting curve’ with the diffusion coefficientD = 0.25 cm2 s−1 is shown as a
thick solid line.

The ρ0–γ diagram is reproduced in figure 21 on a log–log scale for the large number
of amorphous alloys and quasicrystals studied so far [28]. Here the high-resistivity limiting
curve withD = 0.25 cm2 s−1 is shown as a solid line. As mentioned above, one way of
approaching the insulating regime is to reduceN(EF ) to zero. This would accompany a
diminishingD. In this case, the set of (ρ0,γ ) data would cross the high-resistivity limiting
line only whenN(EF ) became very small. This behaviour is observed for icosahedral
quasicrystals.

The value ofρ0 can be obtained by extrapolating theρ–T curve to 0 K for the present
amorphous VxSi100−x alloys in the metallic regime(x > 21). The data points (ρ0,γ ) thus
obtained are plotted in figure 21. As is clear from the argument above, the 21 at.% V
sample is marginal to the metallic regime, and shows a residual resistivity of 104 µ� cm or
100�−1 cm−1 with the sizableγ -value of 0.98 mJ mol−1 K−2. Obviously, the (ρ0,γ ) data
for samples with the V concentrationsx = 21 andx = 29 fall above the high-resistivity



5352 U Mizutani et al

limiting line with D = 0.25 cm2 s−1.
It is interesting to note that the 21 at.% V sample behaves as if the diffusion coefficient

D is only of the order of 0.05 cm2 s−1. Its smallness can be realized when it is compared
with the diffusion coefficient of 10−4 cm2 s−1 for the carbon atom inα-iron at about
1400◦C [30]. Nevertheless, we pointed out that the conductivity for the 21 at.% V sample
still obeys a square-root temperature dependence below about 25 K, consistently with the
ordinary weak-localization theory coupled with the enhanced electron–electron interaction.
Thus, this sample must be put in the metallic regime group. We consider the appearance of
the data points for the samples withx < 30 above the high-resistivity limiting curve to be
strongly related to the emergence of the magnetism discussed in section 3.5. The apparent
possession of an extremely lowD-value suggests that the electronic specific heat coefficient
is enhanced by the magnetism. Further work along these lines is of particular interest.

In summary, the atomic structure of the amorphous VxSi100−x alloys is identified as
having a tetrahedrally bonded Si network into which V atoms are randomly embedded,
when the V concentration is below 10 at.%, and can be described as having a local structure
similar to that of the VSi2 intermetallic compound, when its concentration exceeds about
20 at.%. The metal–insulator transition in this system is found to occur in the range between
15 and 20 at.% V, where the two local atomic structures are competing with each other.
It is also found that, even in the insulating regime below 10 at.% V, the density of states
at the Fermi level is found to remain finite. The electronic states at the Fermi level are
completely localized, and originate from the V 3d states hybridized with the neighbouring
Si 3p electrons. We also revealed that the V 3d localized states accompany the Curie–
Weiss-type magnetism.
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